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S, 23\
ANOVA table ‘
(one way analysis of variance)

It's a common situation when someone needs to determine whether three or more populations have equal means.

ANOVA  —o(Anjalysis (O (Vaiance

# Completely randomized design

«Anexperiment that consists of the independent random selection of observations representing
each level of one factor

+An-analysis-of variance design-in-which-independent samples-are obtained from-two-or more
levels of a single factor for the purpose of testing whether the levels have equal means.

Example

aclos
An ANOVA (Analysis of Variance),

sometimes called an F test, is closely VN 910
related to the t test. ’ CDJ*’ - \)% "M

The major difference:

et )
t - test (€EY) ANOVA tests / \\

measures the measures the T
difference difference :a HR’ H LS
between the between the M
means of two groups means of
more than two groups = o
e 3? ‘9
3) ose

PP

Level
(D Single factor =

Suedl o gp

a5

I JES X
e N

brand 1 .—
Expected brand 2 c— “p¥
mile brand 3 .—
age brand 4 —
factor
average v  classA —
grade class B «— 3pop

of English class C



#Factor

A quantity under examination in'an experiment as a possible cause of variationin the

response variable

# Levels

The categories, measurements or strata of a factor of interest in the current experiment

# Balanced design

An-experiment-has-a balanced design-if the factor levels-have equal sample sizes:.
e e et ™ ettt

ﬂ‘:ﬂl:

r\%:/

Ny == :},f\b P un bQ\Q.nced de%(‘ar\.z

# what are the-assumption of one way ANOVA?

(D population should be normally distributed

(@ Samples are independent

@) variances of data should be equal

@) Data are interval or ratio level

®) The residuals are normally distributed

ke 3!
ANOVA Does

ANOVA Does Not

% compare several Means
with each other

compare several Means with
the overall Mean

— say whether or not there is

»¥1 1241, difference among Means

Cyeplo™

say which Means differ <

ofalc)

— /ul':,tlb
CIET

e~ V< | require Continuous data

handle Discrete data

require roughly Normal
Distributions

handle very Non-Normal
Distributions

require somewhat equal
Sample Variances

handle very unequal Sample
Sizes and Variances




# Hypotheses of one way Anova [F test is conducted]

CBHy: pr=po =g = — — — — — i )
Ha: at least two population means are different e
Not all population  howe equol mean.
HO Hq_
My My
M o~ Mz o~
Mz M3
at least 2 pop means are
H1— H2— 3 different il
(@ Complete Anova table to find Ftest rhy%
Source
of ss df Ms
e, ‘é‘ Variation o
%ocg"f“ > Between
v ’ Y Samples / k=1 MSE
\ e s MSB
13 Within @ B —
:;“'7Samples — i e Msw
kf)}v/ Total SSTHOV] nr-—1

k - Number of populations
nr - Sum of the sample sizes from all populations
df - Degrees of freedom

MSB - Mean square between

MSW - Mean square within



Example. The Chicago Connection Sandwich Company is a privately held company that
operates in four locations in Columbus, Ohio. The VP of sales for the company is interested in
knowing whether the dollar values for orders made by individual customers differ, on average,
between the four locations.

To answer this question, staff at the VP’s office have selected a random sample of eight
customers at each of the four locations and recorded the order amounts. These are shown in

Table 12 1 . TABLE 12.1 Chic,zk;b Connection %lwﬁdwich CF:\)pany Orde&}h‘a
J
0 _i% i\Slgra Locatio?} - =2
Customer 1 2 3 4
1 $4.10 $6.90 $4.60 $12.50
2 590 9.10 11.40 7.50
3 1045 13.00 6.15 6.25
4 1155 7.90 7.85 875
~ 525 9.10 4.30 11.15
6 715 13.40 8.70 10.25
7 “&78 7.60 10.20 6.40
8 622 5.00 10.80 9.20
o Grand Mean
Mean 5 =%700 5 =%$9.00 ¥ =$800 = $9.00 ¥ =$825
Variance st = 7341 3 = 8423 53 = 7.632 53 = 5.016

Note: Data are the dollar values of the orders by customers at the four locations.

» Partitioning the Sum of Squares

To understand the logic of ANOVA, you should note several things about the data in Table
12.1.
1. The dollar values of the orders are different throughout the data table. Some values are

higher; others are lower. Thus, variation exists across all customer orders. This variation is
called the total variation in the data.
ANt

2. Within any particular location (i.e., factor level), not all customers had the same dollar
order. For instance, within Level 1, order amounts ranged from $4.10 to $11.55.

Similar differences occur within the other levels. The variation within the factor levels i1s
called the within-sample variation.

3. The sample means for the four restaurant locations are not all equal. Thus, variation
exists between the four averages. This variation between the factor level means is referred
to as the between-sample variation.

Partitioned Sum of Squares N Ote

SST = SSB + SSW (12.1)
SST =SSB+ SSW

SSB=SST—=55W
SSW = SST — SSB

where:
1461' = Total sum of squares

78SB = Sum of squares between
SSW = Sum of squares within




Total Sum of Squares

k nm
/ST =33 (j — ¥)° (12.2)

where:

SST = Total sum of squares
k = Number of populations (treatments)
n; = Sample size from population i
Xjj = jth measurement from population i

X = Grand mean (mean of all the data values)

S5V = total Sum of squares the aggregate dispersion of the individual data
values across the various factor levels

Equation 12.2 can also be restated as

e
m J Jar®™

@= Z(xij ~ %) = (np — DsP—
v «

E—~ cmy
EZS taata

{ 20 -\) 52——: v

where

s? is the sample variance for all data combined, and

ny is the sum of the combined sample sizes.



e , sum of squares between samples dispersion among the factor
sample means

@I\ poloe oo <O DY)

variation due to
differences among

M g J groups
-
SR
Sum of Squares Between Xip
k
SSB = Jm(x; — X)° v (12.3)
=1 AJ S— Gov |
where: wmeax of eack‘ SMeom—

SSB = Sum of squares between samples
k = Number of populations
= Sample size from population i

=

X; = Sample mean from population i oSS
¥ = Grand mean =S|T -
| f ==%
SST=<30 +@
[ <

==uJ — Sum of squares within samples the dispersion that exists among
the data values within a particular factor level
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TABLE 12.2 One-Way ANOVA Table: The quic Format
4

Source of Variation SS =) Ms F-ratio

Between samples ssB o py=(k- / MSB o/ |

) - MSW
Within samples SSW o~ 22__. MSW, _~
Total SST -1

A
where:

k = Number of populations "
ny = Sum of the sample sizes from all populations v~
df = Degrees of freedom

S8,
‘/MSB=MeansqualebetweenD=% - df.=k-1
|
sS
- MSW = Mean square within = - d.f.=np—k
Do Lk

Decision Rule: We reject Hy if F > F,.

20




1) Complete ANOVA table 7, Fl(eg\_ e

o
2) formulate Ho, Ha «~

Ho: 1 = pro = H3 =

A U Se——y P

Ha: at least 2 population means are different

4) critical value is F o e Ch L2

o & e e T N gslevdun

‘/'

E"‘)\ = K-\ j Lokl dap
<

'BL =N T
1B) Decision rule

JLD &= sl chie
Reject Ho if F >Fetotherwise don't reject

MSB
@)’F test = Fratio

~ MSW

) Compare Fratio with ‘F}reach the decision and draw the conclusion
174



Exercise 7. Examine the three samples obtained independently from three populations:

Item Group1 Group2 Group3

1 l4v 17«
2 13 16~
3 v 16

4 15 18

5 16

6

&

. = v
(a) Conduct a one-way analysis of variance on the data. Use a = 0.05. Guvenes=
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source of Fratio  p-value |critical
variation SS df MS value
{\\/. 7 2c 2209

Between T = b = ;\ = N %/ 3.29C
groups = 3 A4S = o |7 N, T T
within 0:023—

0B85 N
groups A . *4 — &3




Stat

on. 202 203 2o 20S
) 0S50 9 88 .40 € 9.So §9S0o
2| 7SI 4.0/ 77 loo c7
3 3z 7957 90 q9¢ 76.30
g | tee° 62 63Se | €3 éo
s 48.1S s 73.1o 79.30 So.lo
6| 39 7630 | &9 PP %6
Calculate SSW,;- SSB; SST -Gijven
T = 82.86 To = 80.87 7x3="76.83 T, = 82 = 63
T=T9.14 S* = 187.78
_2
ST = (o= )5S — e OT=30

—_—
pu—

—_—

( 20 1 )(\3 7-3%)

Da4da. 62

—  =.2
SRV = S e ( Xi-Xx)

=

5

72.48

= 2
= 6 (328 -18.14)+ 6(80.3% - T % 6¢ T6.83-1K)
+6( 82637 L C <72' 48 — TR 1)"

SANJ = BDIT R

= Saas.62 — 3133 =

73

35



Stat
20\ 202 203 20 265
] f0.S0 94 88 .40 € q.so §9So
1 | 7530 9.0/ 77 loo &7
3 3z 7957 90 q9¢ 76.30
o | tee é2 63Se | €3 6o
s 48.2S s 73.10 | 79.30 So.lo
5 5S4 76.7% 29 34 96
N\_s%ﬂ 2
SN e —79.135 S n <T‘7 ;) — 471.89 % <$J _ j) = 5445.62
e ~—— s
>3 (wu— ;) = 2540 > (@T- %)2 =130 3T

Calculate SSW, SSB, SST
— a2
[0 SST 55 (xij -X) = S445-62

(2] $5B=T a (XL -%) = <3139

2] 3 W= DT —DB = T 4aS.62-4313F = <49 7340



